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#### Abstract

The paper analyzes a model for isolated population with sexual reproduction under assumption that the extractions are random and going at random time moments. Applying the approximative procedures of stochastic analysis we construct an ordinary differential equation for population dynamics in the mean and a linear stochastic differential equation for deviations on the mean trajectories. This approximative model permits to analyze a population growth as the Gaussian process with mean and variance given by ordinary differential equations.
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## 1 Introduction

The dynamics of the two-sex populations has been discussed by many authors as the different forms of difference or differential equations (see, for example, [1-12] and references there). As has been mentioned by authors of the above papers and books the mathematical models may be used for qualitative and quantitative analysis of ecosystem, but also to manage the problems of agriculture, forest, animal husbandry and fishery ecosystem. The model construction is based on analysis of the increments $x\left(t_{k+1}\right)-x\left(t_{k}\right)$ and $y\left(t_{k+1}\right)-y\left(t_{k}\right)$ for male and female densities $\left\{x\left(t_{k}\right), k \in \mathbf{N}\right\}$ and $\left\{y\left(t_{k}\right), k \in \mathbf{N}\right\}$, where $\left\{0<t_{1}<t_{2}<\ldots<T\right\}$ are real numbers. Our paper analyze the popular in mathematical biology the Liu two-sex population model [9] with jump type random extractions at the below defined (1.1) time moments. We assume that the dynamics of population is given by the system of equations for the male and female densities $\left\{x_{\varepsilon}(t), y_{\varepsilon}(t), t \geq 0\right\}$. The corresponding to our model dynamical system may be described as follows:

- at time moment $\tau_{k}$ the phase coordinates have jumps to point

$$
\begin{equation*}
x_{\varepsilon}\left(\tau_{k}\right)=x_{\varepsilon}\left(\tau_{k}-\right)-\varepsilon h\left(\xi_{k}\right) x_{\varepsilon}\left(\tau_{k}-\right), y_{\varepsilon}\left(\tau_{k}\right)=y_{\varepsilon}\left(\tau_{k}-\right)-\varepsilon g\left(\xi_{k}\right) y_{\varepsilon}\left(\tau_{k}-\right), \tag{1.1}
\end{equation*}
$$

where $x\left(\tau_{1}-\right):=\lim _{t \uparrow_{1}} x(t), y\left(\tau_{1}-\right)=\lim _{t \uparrow_{1}} y(t)$;

- further, at any time interval $\left(\tau_{k-1}, \tau_{k}\right), \mathrm{k} \in \mathbf{N}$ the population dynamics is given by differential equation

$$
\begin{equation*}
\frac{d x_{\varepsilon}(t)}{d t}=\alpha_{1} y_{\varepsilon}(t)-\beta_{1} x_{\varepsilon}(t)-K^{-1}\left(x_{\varepsilon}(t)+y_{\varepsilon}(t)\right) x_{\varepsilon}(t), \frac{d y_{\varepsilon}(t)}{d t}=\left(\alpha_{2}-\beta_{2}\right) y_{\varepsilon}(t)-K^{-1}\left(x_{\varepsilon}(t)+y_{\varepsilon}(t)\right) y_{\varepsilon}(t), \tag{1.2}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are per capita birth rate for males and females, $\beta_{1}$ and $\beta_{2}$ are per capita death rate for males and females, $K$ - is carrying capacity of population, $\left\{\xi_{k}, k \in \mathbf{N}\right\}$ are uniform $\mathrm{R}(0,1)$ distributed random variables, $\{h(\xi), g(\xi), \xi \in[0,1]\}$ are bounded nonnegative functions,

$$
\begin{align*}
& \mathbf{E}\left\{h\left(\xi_{k}\right)\right\} \equiv \int_{0}^{1} h(\xi) d \xi=\gamma_{1}, \mathbf{E}\left\{g\left(\xi_{k}\right)\right\} \equiv \int_{0}^{1} g(\xi) d \xi=\gamma_{2}, \mathbf{E}\left\{h^{2}\left(\xi_{k}\right)\right\} \equiv \int_{0}^{1} h^{2}(\xi) d \xi=\sigma_{1}^{2}, \\
& \mathbf{E}\left\{g^{2}\left(\xi_{k}\right)\right\} \equiv \int_{0}^{1} g^{2}(\xi) d \xi=\sigma_{2}^{2}, \mathbf{E}\left\{h\left(\xi_{k}\right) g\left(\xi_{k}\right)\right\} \equiv \int_{0}^{1} h(\xi) g(\xi) d \xi=\sigma_{12}^{2} \tag{1.3}
\end{align*}
$$

and $\left\{\tau_{k}-\tau_{k-1}, k \in \mathbf{N}\right\}$ are independent on $\left\{\xi_{k}, k \in \mathbf{N}\right\}$ independent identically exponentially distributed with parameter $\varepsilon^{-1}$. In the next section applying stochastic averaging procedure [15] we proof that $\left\{x_{\varepsilon}(t), y_{\varepsilon}(t)\right\}$ are such continuously dependent on parameter $\varepsilon$ functions, that there exists

$$
\begin{equation*}
p \lim _{\varepsilon \rightarrow 0} x_{\varepsilon}(t)=\bar{x}(t), p \lim _{\varepsilon \rightarrow 0} y_{\varepsilon}(t)=\bar{y}(t) \tag{1.4}
\end{equation*}
$$

and derive the ordinary differential equations for $\bar{x}(t), \bar{y}(t)$. In the third section we proof that for any $T>0$ the distributions of the random processes $\left\{\frac{x_{\varepsilon}(t)-\bar{x}(t)}{\sqrt{\varepsilon}}, t \in[0, T]\right\}$ and $\left\{\frac{y_{\varepsilon}(t)-\bar{y}(t)}{\sqrt{\varepsilon}}, t \in[0, T]\right\}$ may be approximated by distributions of Gaussian processes, which satisfy the stochastic differential equations. The impulsive differential equation (1.1)-(1.2) defines two dimensional homogeneous Markov process. This process may be uniquely defined by the infinitesimal generator [13], which one can find as the limit

$$
(L(\varepsilon) v)(x, y):=\lim _{t \downarrow 0} \frac{1}{t} \mathbf{E}\left\{v\left(x_{\varepsilon}(t), y_{\varepsilon}(t)\right) / x_{\varepsilon}(0)=x, y_{\varepsilon}(0)=y\right\}-v(x, y)
$$

for an arbitrary sufficiently smooth bounded function $v(x, y)$. Using the asymptotic equalities

$$
\begin{aligned}
& \mathbf{P}\left(\xi(t) \leq x / \xi(0)=\eta, t<\Delta_{1}\right)=\mathbf{P}(\eta \leq x) \mathbf{P}\left(t<\Delta_{1}\right)=\mathbf{P}(\eta \leq x) e^{-\varepsilon^{-1} t}=\mathbf{P}(\eta \leq x)+o(t), \\
& \mathbf{P}\left(\xi(t) \leq x / \xi(0)=\eta, t \geq \Delta_{1}\right)=\mathbf{P}\left(\xi_{1} \leq x\right) 1-e^{-\varepsilon^{-1} t}+o(t)=\varepsilon^{-1} t \mathbf{P}\left(\xi_{1} \leq x\right)+o(t)
\end{aligned}
$$

we can find the above infinitesimal operator as follows:

$$
\begin{align*}
& (L(\varepsilon) v)(x, y)=v_{x}^{\prime}(x, y)\left[\alpha_{1} y-\beta_{1} x-K^{-1}(x+y) x\right]+v_{y}^{\prime}(x, y)\left[\left(\alpha_{2}-\beta_{2}\right) y-K^{-1}(x+y) y\right]+ \\
& +\varepsilon^{-1}\left[\int_{0}^{1} \mathbf{E}\{v(x-\varepsilon h(\xi) x, y-\varepsilon g(\xi) x)\} d \xi-v(x, y)\right] \tag{1.5}
\end{align*}
$$

## 2 The first approximation

As it has been proved in [14,15] if at any point $\{x, y\} \in \mathbf{R}^{2}$ for any sufficiently smooth function $v(x, y)$ there exists limit $\lim _{\varepsilon \rightarrow 0}(L(\varepsilon) v)(x, y):=L v(x, y)$ and $L$ is the first order linear differential operator $L=a(x, y) \frac{\partial}{\partial x}+b(x, y) \frac{\partial}{\partial y}$ then we can approximate accurate within $o(\varepsilon)$ the expectations with the solutions of the smooth dynamical system with the vector flow $\{a(x, y), b(x, y)\}$. Corresponding to (1.5) limit operator for our Markov dynamical system (1.1)(1.2) has a form

$$
\begin{equation*}
(L v)(x, y)=\left[\alpha_{1} y-\left(\beta_{1}+\gamma_{1}\right) x-K^{-1}(x+y) x\right] \frac{\partial}{\partial x} v(x, y)+\left[\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right) y-K^{-1}(x+y) y\right] \frac{\partial}{\partial y} v(x, y) \tag{2.1}
\end{equation*}
$$

Therefore, the above mentioned approximative dynamical system has a form:

$$
\left\{\begin{array}{l}
\frac{d \bar{x}(t)}{d t}=\alpha_{1} \bar{y}(t)-\left(\beta_{1}+\gamma_{1}\right) \bar{x}(t)-K^{-1}(\bar{x}(t)+\bar{y}(t)) \bar{x}(t),  \tag{2.2}\\
\frac{d \bar{y}(t)}{d t}=\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right) \bar{y}(t)-K^{-1}(\bar{x}(t)+\bar{y}(t)) \bar{y}(t)
\end{array}\right.
$$

If $\{\bar{x}(t), t \geq 0\}$ and $\{\bar{y}(t), t \geq 0\}$ are the solutions of the equation (2.2) with initial conditions $\bar{x}(0)=\mathbf{E}\left\{x_{0}(0)\right\}, \bar{y}(0)=\mathbf{E}\left\{y_{0}(0)\right\}$ then $\lim _{\varepsilon \rightarrow 0} \sup _{0 \leq t \leq T}\left|\mathbf{E}\left\{x_{\varepsilon}(t)\right\}-\bar{x}(t)\right|+\left|\mathbf{E}\left\{y_{\varepsilon}(t)\right\}-\bar{y}(t)\right|=0$
for any $\mathrm{T}>0$. The equation (2.2) has two equilibrium points: $A_{1}=\{0,0\}$ and $A_{2}=\{\bar{x}, \bar{y}\}$, where

$$
\begin{equation*}
\bar{x}=\frac{K \alpha_{1}\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right)}{\alpha_{1}+\beta_{1}+\gamma_{1}+\alpha_{2}-\beta_{2}-\gamma_{2}}, \quad \bar{y}=\frac{K\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right)\left(\beta_{1}+\gamma_{1}+\alpha_{2}-\beta_{2}-\gamma_{2}\right)}{\alpha_{1}+\beta_{1}+\gamma_{1}+\alpha_{2}-\beta_{2}-\gamma_{2}} \tag{2.3}
\end{equation*}
$$

The numbers (2.3) are positive if and only if the birth rate for females is sufficiently large: $\alpha_{2}>\beta_{2}+\gamma_{2}$. Not so difficult to ensure that under the above assumption the point $A_{1}=\{0,0\}$ is unstable knot and point $A_{2}$ is stable knot. The Fig. 1 contains two graphics: the solid lines are
the solutions of equation (2.2) and dot lines are sample trajectories for solution of random impulsive differential equation (1.1) - (1.2) for parameters

$$
\begin{equation*}
\varepsilon=0.01, K=10, \alpha_{1}=0.7, \beta_{1}=0.4, \gamma_{1}=0.2, \alpha_{2}=1, \beta_{2}=0.4, \gamma_{2}=0.2 . \tag{2.4}
\end{equation*}
$$



Fig. 1. The solution of equation (2.2) and the sample trajectories for solutions of the Markov dynamical system (1.1)-(1.2) for parameters (2.4).

As we can see there are sufficiently large deviations on population size averaged trajectory. To estimate these deviation, we need next step of the stochastic approximation procedure.

## 3 The normalized deviations on the first approximation

The second step for asymptotic analysis of the Markov impulsive differential equations (1.1)(1.2) is diffusion approximation of the normalized deviations [14,15]:

$$
\begin{equation*}
z_{\varepsilon}(t):=\frac{x_{\varepsilon}(t)-\bar{x}(t)}{\sqrt{\varepsilon}}, u_{\varepsilon}(t):=\frac{y_{\varepsilon}(t)-\bar{y}(t)}{\sqrt{\varepsilon}} \tag{3.1}
\end{equation*}
$$

The impulsive differential dynamical system for these processes has form ordinary differential equations:

$$
\begin{align*}
\frac{d z_{\varepsilon}(t)}{d t}= & \frac{1}{\sqrt{\varepsilon}}\left[\gamma_{1} \bar{x}(t)\right]+\left\{\alpha_{1} u_{\varepsilon}(t)-\beta_{1} z_{\varepsilon}(t)-K^{-1}\left[(\bar{y}(t)+2 \bar{x}(t)) z_{\varepsilon}(t)+u_{\varepsilon}(t) \bar{x}(t)\right]\right\}- \\
& -\sqrt{\varepsilon} K^{-1}\left\{z_{\varepsilon}(t)+u_{\varepsilon}(t) z_{\varepsilon}(t)\right\}  \tag{3.2}\\
\frac{d u_{\varepsilon}(t)}{d t}= & \frac{1}{\sqrt{\varepsilon}}\left[\gamma_{2} \bar{y}(t)\right]+\left\{\left(\alpha_{2}-\beta_{2}\right) u_{\varepsilon}(t)-K^{-1}\left[(\bar{x}(t)+2 \bar{y}(t)) u_{\varepsilon}(t)+z_{\varepsilon}(t) \bar{y}(t)\right]-\right. \\
& -\sqrt{\varepsilon} K^{-1}\left(z_{\varepsilon}(t)+u_{\varepsilon}(t)\right) u_{\varepsilon}(t)
\end{align*}
$$

for $t \in\left(\tau_{k-1}, \tau_{k}\right), k \in \mathbf{N}$, and equations for jumps:

$$
\begin{align*}
& z_{\varepsilon}\left(\tau_{k}\right)=z_{\varepsilon}\left(\tau_{k}-\right)-\sqrt{\varepsilon} h\left(\xi_{k}\right) \bar{x}\left(\tau_{k}\right)-\varepsilon h\left(\xi_{k}\right) z_{\varepsilon}\left(\tau_{k}-\right),  \tag{3.3}\\
& u_{\varepsilon}\left(\tau_{k}\right)=u_{\varepsilon}\left(\tau_{k}-\right)-\sqrt{\varepsilon} g\left(\xi_{k}\right) \bar{y}\left(\tau_{k}\right)-\varepsilon g\left(\xi_{k}\right) u_{\varepsilon}\left(\tau_{k}-\right)
\end{align*}
$$

for $k \in \mathbf{N}$. The system of equations (2.2)-(3.2)-(3.3) defines on the probability space $\left(\Omega, \mathcal{F}, \mathcal{F}^{t}, \mathbf{P}, t \geq 0\right)$ four dimensional homogeneous Markov process $\left\{\bar{x}(t), \bar{y}(t), z_{\varepsilon}(t), u_{s}(t), t \geq 0\right\}$. The weak infinitesimal operator for this process is defined by formula:

$$
\begin{align*}
& (\mathcal{L}(\varepsilon) v)(x, y, z, u)=\lim _{t v 0} \frac{1}{t}\left[\mathbf{E}_{x y}^{z u}\left\{v\left(\bar{x}(t), \bar{y}(t), z_{\varepsilon}(t), u_{\varepsilon}(t)\right)\right\}-v(x, y, z, u)\right]= \\
& =\left[\alpha_{1} y-\left(\beta_{1}+\gamma_{1}\right) x-K^{-1}(x+y) x\right] \frac{\partial}{\partial x} v(x, y, z, u)+\left[\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right) y-K^{-1}(x+y) y\right] \frac{\partial}{\partial y} v(x, y, z, u)+ \\
& +\left\{\alpha_{1} u-\beta_{1} z-K^{-1}[(2 x+y) z+u x]\right\} \frac{\partial}{\partial z} v(x, y, z, u)+\left\{\left(\alpha_{2}-\beta_{2}\right) u-K^{-1}[(x+2 y) u+z y]\right\} v \frac{\partial}{\partial u}(x, y, z, u)+  \tag{3.4}\\
& +\frac{1}{\sqrt{\varepsilon}}\left[\gamma_{1} x\right] \frac{\partial}{\partial z} v(x, y, z, u)+\frac{1}{\sqrt{\varepsilon}}\left[\gamma_{2} y\right] \frac{\partial}{\partial u} v(x, y, z, u)+ \\
& +\varepsilon^{-1} \int_{0}^{1} v(x, y, z-\sqrt{\varepsilon} h(\xi) x-\varepsilon h(\xi) z, u-\sqrt{\varepsilon} g(\xi) y-\varepsilon g(\xi) u) d \xi
\end{align*}
$$

where $\quad \mathbf{E}_{x y}^{z u}\{\bullet\}:=\mathbf{E}\left\{\bullet / \bar{x}(0)=x, \bar{y}(0)=y, z_{\varepsilon}(0)=z, u_{\varepsilon}(0)=u\right\} \quad$ and $\quad v(x, y, z, u)$ sufficiently smooth bounded function. To apply stochastic approximation procedure [12] we have to calculate the limit in the formula (3.4) as $\varepsilon \rightarrow 0$. Under assumption that $v(x, y, z, u)$ is sufficiently smooth bounded function we can pass to a limit as $\varepsilon \rightarrow 0$ :

$$
\begin{align*}
& (\hat{\mathfrak{L}} v)(x, y, z, u):=\lim _{\varepsilon \rightarrow 0}(\mathcal{L}(\varepsilon) v)(x, y, z, u)=\left[\alpha_{1} y-\left(\beta_{1}+\gamma_{1}\right) x-K^{-1}(x+y) x-\gamma_{1} z\right] \frac{\partial}{\partial x} v(x, y, z, u)+ \\
& +\left[\left(\alpha_{2}-\beta_{2}-\gamma_{2}\right) y-K^{-1}(x+y) y-\gamma_{2} u\right] \frac{\partial}{\partial y} v(x, y, z, u)+x y \sigma_{12}^{2} \frac{\partial^{2}}{\partial z \partial u} v(x, y, z, u)+  \tag{3.5}\\
& +\left\{\alpha_{1} u-\beta_{1} z-K^{-1}[(2 x+y) z+u x]\right\} \frac{\partial}{\partial z} v(x, y, z, u)+\frac{1}{2} \sigma_{1}^{2} x^{2} \frac{\partial^{2}}{\partial z^{2}} v(x, y, z, u)+ \\
& +\left\{\left(\alpha_{2}-\beta_{2}\right) u-K^{-1}[(x+2 y) u+z y]\right\} \frac{\partial}{\partial u} v(x, y, z, u)+\frac{1}{2} \sigma_{2}^{2} y^{2} \frac{\partial^{2}}{\partial u^{2}} v(x, y, z, u)
\end{align*}
$$

The operator $\hat{\mathfrak{L}}$ may be interpret [13] as the weak infinitesimal operator of the diffusion Markov process $\{z(t), u(t), t \geq 0\}$ given by the linear nonhomogeneous Ito stochastic differential equations:

$$
\left\{\begin{align*}
d z(t) & =\left[-K^{-1}(2 \bar{x}(t)+\bar{y}(t))-\beta_{1}\right] z(t) d t+\left[\alpha_{1}-K^{-1} \bar{x}(t)\right] u(t) d t+  \tag{3.6}\\
& +\bar{\sigma}_{1}(t) d w_{1}(t)+\bar{\sigma}_{12}(t) d w_{2}(t) \\
d u(t) & =-K^{-1} \bar{y}(t) z(t) d t+\left[\left(\alpha_{2}-\beta_{2}\right)-K^{-1}(\bar{x}(t)+2 \bar{y}(t))\right] u(t) d t+ \\
& +\bar{\sigma}_{2}(t) d w_{1}(t)+\bar{\sigma}_{12}(t) d w_{2}(t)
\end{align*}\right.
$$

with initial condition $z(0)=0, u(0)=0$, where $\{\bar{x}(t), \bar{y}(t), t \geq 0\}$ are solution of the equation (2.2) with initial conditions $\bar{x}(0)=x_{\varepsilon}(0), \bar{y}(0)=y_{\varepsilon}(0), w_{1}(t), w_{2}(t)$ are the standard independent Wiener processes, and coefficients $\bar{\sigma}_{1}(t), \bar{\sigma}_{2}(t), \bar{\sigma}_{12}(t)$ are the nonnegative solutions of the matrix equations

$$
\left(\begin{array}{cc}
\bar{\sigma}_{1}(t) & \bar{\sigma}_{12}(t) \\
\bar{\sigma}_{12}(t) & \bar{\sigma}_{2}(t)
\end{array}\right)^{2}=\left(\begin{array}{cc}
\sigma_{1}^{2} \bar{x}^{2}(t) & \sigma_{12}^{2} \bar{x}(t) \bar{y}(t) \\
\sigma_{12}^{2} \bar{x}(t) \bar{y}(t) & \sigma_{2}^{2} \bar{y}^{2}(t)
\end{array}\right) .
$$

The covariance matrix $Q(t)=\left(\begin{array}{ll}q_{11}(t) & q_{12}(t) \\ q_{12}(t) & q_{22}(t)\end{array}\right)$ for the solution of equation (3.6) with zero initial condition satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d t} Q(t)=A Q(t)+Q(t) A^{T}+\Sigma^{2} \tag{3.7}
\end{equation*}
$$

with initial condition $Q(0)=0$. Not so difficult to ensure that under assumption $\alpha_{2}>\beta_{2}+\gamma_{2}$ there exists $\lim _{t \rightarrow \infty} Q(t)=\hat{Q}$, where matrix $\hat{Q}=\left(\begin{array}{ll}\hat{q}_{11} & \hat{q}_{12} \\ \hat{q}_{12} & \hat{q}_{22}\end{array}\right)$ satisfies an algebraic equation

$$
A \hat{Q}+\hat{Q} A^{T}=-\Sigma^{2} .
$$

As it has been proved in $[14,15]$ on any finite dimensional interval $[0, T]$ the finite dimensional distributions of the processes $\left\{x_{\varepsilon}(t), y_{\varepsilon}(t), 0 \leq t \leq T\right\}$ may be approximated by the Gaussian distributions of the processes $\{\bar{x}(t)+z(t) \sqrt{\varepsilon}, \bar{y}(t)+u(t) \sqrt{\varepsilon}, 0 \leq t \leq T\}$. As it has been mentioned the solution $\{\bar{x}(t), \bar{y}(t)\}$ of the average equation converges to the equilibrium point $\{\bar{x}, \bar{y}\}$ given by equation (2.3). Therefore, with the course of time the population concentrates in a neighborhood of equilibrium in the mean (2.3) and the equations (3.6) have more simple form:

$$
\begin{equation*}
d \vec{z}(t)=A \vec{z}(t) d t+\Sigma d \vec{w}(t) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \vec{z}(t)=\binom{z(t)}{u(t)}, \vec{w}(t)=\binom{w_{1}(t)}{w_{2}(t)}, \Sigma=\left(\begin{array}{cc}
\bar{\sigma}_{1} & \bar{\sigma}_{12} \\
\bar{\sigma}_{12} & \bar{\sigma}_{2}
\end{array}\right), \\
& A=\left(\begin{array}{cc}
-K^{-1}(2 \bar{x}+\bar{y})-\beta_{1} & \alpha_{1}-K^{-1} \bar{x} \\
-K^{-1} \bar{y} & \alpha_{2}-\beta_{2}-K^{-1}(\bar{x}+2 \bar{y})
\end{array}\right)
\end{aligned}
$$

and coefficients $\bar{\sigma}_{1}, \bar{\sigma}_{2}, \bar{\sigma}_{12}$ are defined as the positive solution of the algebraic equation:

$$
\bar{\sigma}_{1}^{2}+\bar{\sigma}_{12}^{2}=\sigma_{1}^{2} \bar{x}^{2}, \bar{\sigma}_{1}+\bar{\sigma}_{2} \bar{\sigma}_{12}=\sigma_{12}^{2} \overline{x y}, \bar{\sigma}_{2}^{2}+\bar{\sigma}_{12}^{2}=\sigma_{2}^{2} \bar{y}^{2}
$$

The solution of the equation (3.8) with initial condition $\vec{z}\left(t_{0}\right)=\vec{z}_{0}$ is the two dimensional Gaussian vector process given by formula:

$$
\begin{equation*}
\vec{z}\left(t, t_{0}, z_{0}\right)=\exp \left(t-t_{0}\right) A \vec{z}_{0}+\int_{t_{0}}^{t} \exp (t-s) A \Sigma d \vec{w}(s) . \tag{3.9}
\end{equation*}
$$

Using the solutions (3.9) with initial values $t_{0}=0, \vec{z}_{0}=\binom{0}{0}$ we can approximate the solution $\vec{X}_{\varepsilon}(t)=\binom{x_{\varepsilon}(t)}{y_{\varepsilon}(t)}$ of the impulsive differential equation (1.1) - (1.2) as follows:

$$
\begin{equation*}
\vec{X}_{\varepsilon}(t) \approx \overrightarrow{\bar{X}}(t)+\sqrt{\varepsilon} \int_{0}^{t} \exp (t-s) A \Sigma d \vec{w}(s) \tag{3.10}
\end{equation*}
$$

where $\overrightarrow{\bar{X}}(t)$ is the vector-solution of the equation (2.2) with initial condition $\overrightarrow{\bar{X}}(0)=\vec{X}_{\varepsilon}(0)$.


Fig. 2. The solution of equation (2.2) with initial condition (2.3) and the sample trajectories for the Gaussian approximation.

As has been mentioned in the second section, if $\alpha_{2}>\beta_{2}+\gamma_{2}$ then the eigenvalues of the matrix $A$ are negative. Therefore the stochastic integral in (3.9) converges as $t_{0} \rightarrow-\infty$ with probability one and [14] there exists satisfying to (3.8) stationary stochastic process

$$
\begin{equation*}
\lim _{t_{0} \rightarrow-\infty} \vec{z}\left(t, t_{0}, z_{0}\right)=\vec{Z}_{0}(t)=\binom{\hat{z}(t)}{\hat{u}(t)}=\int_{-\infty}^{t} \exp (t-s) A \Sigma d \vec{w}(s) \tag{3.11}
\end{equation*}
$$

with zero mean and the symmetric constant covariance matrix $\hat{Q}$.

## 4 Conclusions

Remember that by definition the process $\vec{Z}_{0}(t)$ is the solution of the stochastic differential equation (3.8) with initial conditions $\vec{z}_{0}(0)=\int_{-\infty}^{0} \exp -s A \Sigma d \vec{w}(s)$. Therefore $\vec{V}(t)=\vec{Z}_{0}(t)-\vec{z}\left(t, t_{0}, z_{0}\right)$ is deterministic vector-function that satisfies a homogeneous ordinary differential equation in $\mathbf{R}^{2}$ and may be given as the matrix exponent $\vec{V}(t)=\hat{Z}(0) \exp \{A t\}$, where $A$ is a matrix with negative eigenvalues. This means that under assumption $\alpha_{2}>\beta_{2}+\gamma_{2}$ the population size stabilizes at the $\sqrt{\varepsilon}$ - neighbourhood of the defined by formula (2.3) equilibrium point $\vec{x}=\binom{\bar{x}}{\bar{y}}$ and for sufficiently large $t>0$ the random variable $\left\{x_{\varepsilon}(t), y_{\varepsilon}(t)\right\}$ may
be analyzed as two dimensional normal distributed random variable with mean $\vec{x}$ and covariance matrix $\varepsilon \hat{Q}$.

## References

[1] ELLNER, S.P., GUCKENHEIMER, J., Dynamic Models in Biology. Princeton University Press, Princeton NJ, 2006.
[2] KENDALLD, G., Stochastic processes and population growth. Journal of the Royal Statistical Society. Series B(Methodological) 11, 1949, 230-264.
[3] HADELER, K.P., R.WALDSTËATTER, R. and WËORZ-BUSEKROS, A., Models for pair formation in bisexual populations. Journal of Mathematical Biology 26, 1988, 635-649.
[4] GARIBALDI, E., SOBOTKA, M., A nonsmooth two-sex population model. Mathematical Biosciences. 253, 2014, 1-10.
[5] A.M. de ROOS and PERSSON, L, Population and Community Ecology of Ontogenetic Development. Monographs in Population Biology. 51. Princeton University Press. Princeton. 2013.
[6] FISHER, R.A., The Genetical Theory of Natural Selection. 2nd ed. New York: Dover Publications,1958.
[7] ENNETT, J.H., (ed.) The Genetical Theory of Natural Selection. Variorum Edn. Oxford: Oxford University Press, 1999.
[8] CASTILLO-CHAVEZ, C. and HUANG, W., The logistic equation revisited: the two-sex case. Mathematical Biosciences. 128, 1995, 299-316.
[9] HANWU LIU. Population dynamics of different sex with different birth and death rate. Chinese journal of Ecology. 22, 2003, 63-65.
[10] BAZYKIN, A.D., Nonlinear Dynamics of Interacting Populations. World Scientific. Singapore. 1998.
[11] MURRAY, J.D., Mathematical Biology I: An Introduction. vol. I. Springer-Verlag. 3rd edition. 2003.
[12] YUEJIAN JIE, YUAN YUAN, Model Stability Analysis of Marine Ecosystem. International journal of biology. Vol. 1, No. 2. 2009. 22-27.
[13] DYNKIN, YE.B., Theory of Markov Processes. Prentice-Hall. 1961.
[14] SKOROKHOD, A.V., Asymptotic methods in the theory of stochastic differential equations. (Transl. Math. Monographs). 78. American Mathematical Society. Providence. RI. 1989.
[15] TSARKOV, YE. (J.CARKOVS), Asymptotic methods for stability analysis Markov impulse dynamical systems. Nonlinear dynamics and system theory 9 (2002). no. 2(1). 103-115.
[16] SAMOILENKO, A.M. and PERESTYUK, N.A., Impulsive Differential Equations. Vol. 14 of World Scientific Series on Nonlinear Science. Series A: Monographs and Treatises. World Scientific. Singapore. 1995.

## Current address

## Carkovs Jevgenijs, Professor

Department of Probability Theory and Mathematical Statistics
Faculty of Computer Science and Information Technology, Riga Technical University
1 Kaļ̧, k Street, Riga, Latvia, LV-1658
E-mail: carkovs@latnet.lv
Matvejevs Andrejs, Dr.sc.ing., professor
Department of Probability Theory and Mathematical Statistics
Faculty of Computer Science and Information Technology, Riga Technical University 1 Kalķu Street, Riga, Latvia LV-1658,
E-mail: Andrejs.Matvejevs@rtu.lv

